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Abstract

The LiveSync interaction metaphor synchronizes the

2D slice view with the volumetric view to improve the

efficiency of diagnosis in the clinical routine. The gen-

eration of a meaningful 3D visualization is desirable be-

cause often there is not enough contextual information

provided by the slice views only. While it is easy to navi-

gate through the slices, the interaction effort to adjust the

parameters for the volumetric view is rather high. Some

of the major time-consuming tasks are the localization

of the feature of interest, the setup of a good viewpoint,

the removal of occluding structures via clipping geome-

tries and the adjustment of the zoom factor. LiveSync

extracts the needed information to set up all these pa-

rameters by a simple picking on a structure of interest

in the slice view. In this paper we present substantial

enhancements of the existing concept. First, an efficient

parametrization for the derived parameters is presented

which allows hierarchical refinement of the search space

for good views. Second, the extraction of the feature

of interest is performed in a way which is adapting to

the volumetric extent of the feature. The properties of

the extracted features are utilized to adjust a pre-defined

transfer function in a feature-enhancing manner. Third,

new interaction modes are presented which allow the in-

tegration of more knowledge about the user-intended vi-

sualization without increasing the interaction effort. Fi-

nally, a new clipping technique is integrated which guar-

antees an unoccluded view on the structure of interest

while keeping important contextual information.

Keywords: Smart Interaction, Linked Views, Medical

Visualization, Viewpoint Selection.

1 Introduction

In the clinical routine the available time to investigate

large quantities of patient data recorded by modern med-

ical imaging modalities (e.g., computed tomography)

is very limited. As today’s medical datasets may con-

tain several hundreds of slices, it is already very time-

consuming to scroll through the slices. As soon as a

potential pathological area is detected on a slice it can

be very helpful to visualize its three-dimensional con-

text. The prime reason which prevents a broad usage of

3D visualizations in the clinical routine is the tedious

work to set all the needed parameters. For example, the

rotation in a three-dimensional space to select a good

viewpoint is often not very intuitive for people who are

not dealing with computer graphics. Also the definition

of a transfer function which shows the feature of inter-

est and its anatomical context in an expressive way of-

ten leads to a time-consuming trial-and-error process.

Another challenge which appears by switching from 2D

to 3D visualization is occlusion. Clipping planes can be

defined to remove structures which occlude the feature

of interest. A typical set of clipping planes allows an

object-aligned removal along the x-, y- and z-axis, as

well as a near and far clipping along the view-direction.

Finally the zoom factor for the 3D view has to be ad-

justed manually.

The goal of the LiveSync interaction metaphor is to de-

rive all the parameters which are needed to present a

meaningful 3D view with the least possible interaction

effort. As the radiologist is examining the slices usu-

ally with a keyboard and mouse as input devices, point-

ing with the mouse on a structure of interest combined

with pressing a hot-key is not very intrusive. In earlier

work we introduced the basic concept of LiveSync [10].
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2 2 RELATED WORK

To encode the quality of a viewpoint for different in-

put parameters viewing spheres are deformed. A view-

ing sphere surrounds the entire object and all viewpoints

are located on the surface of the sphere. The viewing di-

rection is to the center of the sphere. This concept pre-

sented the basic building blocks to achieve the live syn-

chronization of a 2D slice view and a volumetric view.

In this paper we improve and extend the previously pre-

sented techniques with the following contributions:

Sphere parameterization: In this paper an efficient

sphere parameterization is used to encode the view-

point quality for the input parameters. With a pa-

rameterization in polar coordinates, the distances

between neighboring points varies a lot depending

on the distance to the poles. A multi-resolution ap-

proach which samples the sphere with uniformly

distributed points is used. This allows a hierarchi-

cal refinement of the sampling for efficient calcu-

lations of the overall viewpoint quality. Beside its

efficiency regarding memory consumption and per-

formance, it can be employed to find a good view-

point that is surrounded by other viewpoints which

are estimated as good ones.

Feature extraction: The extraction of a feature of in-

terest is a crucial part for finding good viewpoints.

Our region growing based segmentation automat-

ically determines the size of the region which is

necessary to specify the shape of the object of in-

terest.

Transfer function: The manual setup of a transfer

function is rather time-consuming and often not

very intuitive. With increasing dimension of the

transfer function space the definition becomes

more and more complicated. For alleviation, the

user can choose from a predefined set of transfer

functions which are adjusted for typical examina-

tion procedures. With the knowledge about the dis-

tribution of scalar values within the feature of in-

terest, it is possible to fine-tune a predefined trans-

fer function. This is especially important when a

structure is picked on the slice which is not visible

in the 3D view with the currently defined transfer

function.

Interaction modes: An informal evaluation indicated

that a single click on the slice often results in a very

good view on the interesting object in the 3D view.

However, the size of the area of interest is hard to

depict without further user interaction. As it is pre-

ferred to keep the user effort as low as possible, the

time of keeping a hot-key pressed is taken to inter-

actively increase the area of interest. The view is

updated in short intervals and the user can decide

when an intended view is reached. In this mode

a mask with the current segmentation result can

be displayed as well to inspect the region growing

process. An automatically generated history helps

the user to restore and to keep previously gener-

ated views. This is especially helpful to review the

intermediate states which are generated in the in-

teraction mode where the user keeps the hot-key

pressed. This makes it easy to switch between var-

ious views.

Feature-driven clipping: In the previous paper just the

setup of a view-aligned clipping plane was sup-

ported. The evaluation showed that often object-

aligned clipping planes are preferred, especially if

there is further interaction necessary to manually

fine-tune the view. In the presented approach the

user can choose if the view-aligned or the object-

aligned clipping planes are set automatically to

remove occluding structures while preserving as

much contextual information as possible. To in-

crease the degree of preservation, also importance-

driven clipping techniques are integrated.

This paper is structured as follows: Section 2 provides

an overview on the relevant previous work. In Section 3

a brief overview of the LiveSync workflow and func-

tionalities is provided. Section 4 describes the parame-

terization of the spheres. In Section 5 it is first shown

how the extent of the region growing-based segmenta-

tion and the other growing parameters are derived au-

tomatically. In the following an approach to fine-tune

a predefined transfer function by taking the distribution

of scalar values within the feature of interest into ac-

count is presented. Section 6 introduces the different in-

teraction modes and Section 7 presents the modes for

feature-driven clipping. Section 8 gives numbers about

the performance of the live synchronization and about

qualitative feedback from users. Finally, Section 9 con-

cludes the paper.

2 Related Work

A major task of LiveSync is the computation of view-

point quality. The selection of a good viewpoint is a

well-investigated research area for polygonal scenes.

Only recently research on viewpoint selection for vol-

umetric data originated. Kohlmann et al. [10] presented
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the first attempt to combine optimal viewpoint estima-

tion and synchronized views for the visualization of

medical volume data. Mühler et al. [13] presented an in-

teresting approach for the generation of animations for

collaborative intervention planning and surgical educa-

tion. For the generation of these animations the selection

of good viewpoints based on polygonal data in a medi-

cal context is crucial.

In the scope of volumetric data Bordoloi and Shen [2]

introduced an approach based on entropy known from

information theory. With their technique it is possible

to determine a minimal set of representative views for

a given scene. For the viewpoint selection process they

take the distribution of the underlying data, the trans-

fer function and the visibility of voxels into account.

Takahashi et al. [16] proposed a feature-driven approach

for the detection of an optimal viewpoint. As a first

step they define locally optimal viewpoints for identi-

fied feature components. Taking these local viewpoints

into account they compute a viewpoint which fulfills

global viewpoint quality criteria. An importance-driven

approach to focus on objects of interest within seg-

mented volume data is presented by Viola et al. [19].

An expressive view on the user-selected object is gen-

erated automatically by their system. Chan et al. [5] fo-

cused on the viewpoint selection for angiographic vol-

ume data sets. They define view descriptors for visibil-

ity, coverage, and self-occlusion of the vessels to deter-

mine a globally optimal view. The final view is selected

by a search over a viewpoint solution space.

To define a volume of interest (VOI) in volumetric data

several approaches were presented within the last years.

Tory and Swindells [17] presented ExoVis for the def-

inition of cutouts which can be displayed with differ-

ent rendering styles or transfer function. A sketching-

based approach where the user defines the interesting

region by painting 2D strokes along the contour of the

interesting structure is presented by Owada et al. [14].

The RGVis techniques introduced by Huang and Ma [7]

presents a 3D region growing approach to assist the user

in locating and defining VOIs. They perform partial re-

gion growing to generate a transfer function which re-

veals the full feature of interest.

Another work on semi-automatic generation of transfer

functions was presented by Kindlmann and Durkin [9].

They assume that the boundary regions between rela-

tively homogeneous materials are the areas of interest in

the scalar volume. After generating a three-dimensional

histogram using the scalar values, the first and the sec-

ond directional derivatives along the gradient direc-

tion they can generate the opacity transfer function. A

cluster-space approach for the classification of volume

data was presented by Tzeng and Ma [18]. They trans-

form volumetric data into a cluster space representation

in a pre-processing step. This provides an intuitive user-

interface which allows the user to operate in this cluster

space. Rezk-Salama et al. [15] presented an approach

where high-level transfer function models designed by

visualization experts can be controlled by a user in-

terface which provides semantic information. The non-

expert user only has to adjust sliders for a goal-oriented

setup of a suitable transfer function.

There are various approaches for the rendering and ac-

centuation of identified features. Zhou et al. [22] use

a geometric shape like a sphere to divide the volume

into a focal and a context region. For the rendering

they combine direct volume rendering (DVR) with non-

photorealistic rendering (NPR) techniques. Marchesin

et al. [12] introduced locally adaptive volume render-

ing to enhance features. They modify the traditional

rendering equation to improve the visibility of selected

features independently of the defined transfer function.

Huang et al. [8] present an automatic approach to gen-

erate accurate representations of a feature of interest

from segmented volume data. They construct a mesh for

the boundary of the volumetric feature to enable high-

quality volume rendering.

Regarding sphere parameterization, there is various re-

search on how to distribute points evenly on the surface

of a sphere. Bourke [3] presented an approach which

distributes an arbitrary number of points over the sur-

face of a sphere based on the standard physics formula

for charge repulsion. Leopardi [11] worked on the par-

tition of the unit sphere into regions of equal area and

small diameter. As the regions are defined by a prod-

uct of intervals in spherical polar coordinates the center

point of a region can be described by the center of each

interval. Górski et al. [6] presented HEALPix which is

a framework for high-resolution discretization and fast

analysis of data distributed on the sphere. A hierarchi-

cal equal area iso-latitude pixelization produces a sub-

division of the sphere where each pixel covers the same

surface area.

3 LiveSync Workflow

LiveSync aims to provide an optimal setup of the view

parameters for the volumetric view with little additional

user interaction. Manually specifying a good 3D view

for structures detected in cross-sectional images is a

time-consuming task. The user has to edit many parame-

ters such as camera position and clipping planes in order

to get an expressive visualization. This process has to
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be repeated for each new structure of interest. LiveSync

makes the process of diagnosis more efficient by auto-

matically generating good views for interactively picked

structures. This functionality can be activated on de-

mand by pressing a hot-key while pointing the mouse

over a structure of interest. Depending on the quality

of the instantly generated result, the user can manually

refine the view by adjusting the view parameters. This

concept allows an efficient and non-intrusive integration

of 2D and 3D visualizations in medical workstations.

As the three-dimensional views are generated automat-

ically, the 3D visualization does not interfere with the

usual diagnostic procedure.

Figure 1 gives an overview on the LiveSync workflow.

Based on a picking action on a slice a set of relevant

view input parameters is extracted. In the original sys-

tem these parameters are patient orientation, viewpoint

history, local shape estimation and visibility. To get a

unified representation of the parameters regarding view-

point quality, a viewing sphere is deformed for each of

them. Each of theses deformed spheres contains infor-

mation about the viewpoint quality and they are com-

bined to encode an estimation about the overall view

goodness. The combined sphere now contains informa-

tion on how to set up the viewpoint for the best esti-

mated view on the structure of interest. After the auto-

matic setup of the clipping plane and the zoom factor

the live synchronized view is provided.

The deformation of the spheres works as shown in Fig-

ure 2. For viewpoints which are indicated to be good

ones based on one of the view input parameters, the ra-

dial distance of the surface point is increased. In Fig-

ure 2 the fully opaque eye indicates a good, the half-

transparent one a medium and the crossed out one a

rather bad viewpoint.

The conceptual design of LiveSync is not limited to

a certain number of input parameters. It can be easily

extended by defining more parameters which influence

the viewpoint quality. This is facilitated by the unified

representation of the encoding of the viewpoint qual-

ity. Furthermore different weights can be assigned to

the view input parameters to control their influence on

the combined sphere. For more details on the general

workflow of the LiveSync concept, we refer to previous

work [10].

4 Sphere Parameterization

As the viewpoint quality of all view input parameters is

encoded in a sphere parameterization, a smart way for

Live-Synchronized 3D View

Extraction of View Input Parameters

Viewing Sphere Manipulations

Deriving View Parameters

Initial Views

Figure 1: LiveSync workflow: The initial views are a

2D slice image and a volumetric view. A picking action

on the suspicious structure (surrounded by the orange

rectangle) in the slice starts the deformation of viewing

spheres according to automatically derived view input

parameters. These parameters are combined to derive

the view parameters which are needed to set up the vol-

umetric view. As result an expressive live synchronized

3D view is generated.

accessing points on the surface of the sphere is impor-

tant regarding performance and memory efficiency. In

the original implementation there was the problem that

the spheres for the view input parameters where sam-

pled differently. Information about patient orientation,

viewpoint history, and local shape information was an-

alytically described. In contrast the visibility computa-

tion had to be performed in a discrete manner for a pre-

computed set of points on the surface of the sphere be-

cause of expensive calculations. This set of points was

much smaller than for the other parameters. The com-
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Figure 2: The quality of a viewpoint is encoded into the

radial distances from a unit sphere. Good viewpoints are

located at positions on the unit sphere which refer to

high radial distances on the deformed sphere.

puted radial distances for all spheres were stored in two-

dimensional arrays with 360 × 180 elements via direct

latitude-longitude mapping. This mapping results in a

very uneven distribution of points on the surface of the

sphere with much higher sampling close to the poles.

Another issue has been the combination of differently

sampled spheres.

4.1 Visibiliy Calculations

For a better understanding of the need for evenly dis-

tributed points, this section will provide a brief review

of the performed calculations to generate the visibility

viewing sphere. Good visibility is given if a ray from the

picked point to the viewpoint exits the object of interest

within few steps and if the distance until the structure

of interest is occluded by other structures is high. In this

case there is high flexibility for positioning a clipping

plane to remove occluding structures while preserving

important anatomical context around the picked object.

Figure 3 illustrates how rays are cast from the picked

point on the structure of interest to uniformly distributed

points on the sphere. At first it is detected at which dis-

tance the ray exits the structure of interest. This is done

by analyzing the distribution of scalar values and gradi-

ent magnitudes to decide if a voxel belongs to the struc-

ture. After a ray exits the structure of interest, opacities

depending on the underlying transfer function are ac-

cumulated to detect occluding structures. As soon as a

small opacity threshold is reached, the computation for

this ray is terminated.

4.2 Sphere Partitioning

To achieve interactive performance the visibility calcu-

lations cannot be performed for 360 × 180 points. On

Figure 3: Starting from the picked position, visibility

rays are cast to points which are equally distributed on

the surface of the viewing sphere. Samples along the

rays are analyzed to detect (a) when it exits the struc-

ture of interest and (b) at which position the object gets

occluded by other anatomical structures.

the other hand it is inaccurate to sample only a small

number of points and to combine the sparsely sampled

sphere with other spheres which have a much higher

sampling rate. Also taking the point with the highest

radial distance after the sphere combination and before

filtering does not always lead to satisfying results. This

is due to the fact that it is possible that the structure of

interest is only visible through a small keyhole and its

largest extent is hidden by occluding structures. In the

ideal case it is very helpful for further interactions with

the 3D view if the provided viewpoint offers a good

view stability. This criterion defined by Bordoloi and

Shen [2] describes the maximum change in a certain

view caused by small shifts of the camera position.

The capabilities of the HEALPix package [6] offer good

properties for the existing needs if the techniques are ap-

plied in an elaborate way. Figure 4 (top left) shows the

HEALPix base partitioning of the surface of a sphere

into 12 equally sized areas with dots indicating their

center positions. In each subdivision step one partition

is divided into four new partitions. A nested indexing

scheme can be utilized for the fast access of an arbitrary

surface point at different partitioning resolutions.

Applied to the requirements of the LiveSync viewpoint

quality encoding strategy, in a first step the whole sphere

is sampled at an initial resolution for all view input pa-

rameters. In a next step a partition of the sphere is iden-

tified which holds the samples which indicate the best

viewpoint quality. This identification is determined by

summing up the radial distances of the sample positions

for each partition. To achieve a higher resolution this

peak partition is sampled more densely. The process of

identifying a peak sub-partition with a successive hierar-

chical refinement can be repeated if a higher resolution

is required. To provide a good view stability a final fil-

tering of the points in the target area is performed and
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Figure 4: In its base partitioning a HEALPix sphere is

divided into 12 equally sized areas. In each subdivision

step one area is further divided into 4 areas (image cour-

tesy of [6]).

the filtered peak is provided as the estimated best view-

point regarding the view input parameters.

In the presented approach an initial resolution of 3076

points over the whole sphere is chosen which corre-

sponds to 3.66 degrees. After hierarchical refinement a

peak area with 1024 sample points (resolution of 0.55

degrees over the whole sphere) is identified and a final

low-pass filtering is performed. This is one example for

a possible hierarchical approach to detect the part of the

sphere which contains a collection of many good view-

points. This approach allows high flexibility concerning

the sampling rate over the sphere.

5 Feature-Driven Transfer Func-

tion Tuning

A critical point in the LiveSync workflow is the defi-

nition or the extraction of the feature of interest. The

shape of the feature is important to determine a good

viewpoint. For example, if a blood vessel is picked, the

user should be provided with a view which shows the

course of the vessel and does not cut through it. This

section first describes how the parameters for the re-

gion growing are controlled, before focusing on how the

transfer function can be tuned with knowledge about the

extracted feature.

5.1 Feature Extraction

A natural choice to segment the object around the picked

point is region growing. The picked point is transformed

to a voxel in 3D as seed position. Huang and Ma [7] pre-

sented with RGVis a cost function which determines if

a visited voxel during the region growing process is a

member of the region or not. In this approach the neigh-

borhood of the seed point is analyzed regarding scalar

value and gradient magnitude distributions to initiate the

parameters of the cost function. If the seed is located

close to a boundary, the growing captures the boundary

of the object, whereas a seed point within a homoge-

neous area results in a more compact growing process.

In previous work [10] the growing process was limited

to a fixed region of 32 × 32 × 32 voxels. In the pre-

sented approach the expansion is influenced by the spa-

tial distribution of the points marked as region mem-

bers so far. Growing progresses until the object-oriented

bounding box (OOBB) of the included voxels reaches

a certain limit. During the growing process the OOBB

is updated at variable intervals which are computed to

estimate how many more voxels may be added until the

limit is reached. This strategy is superior to controlling

the growing by the number of detected member vox-

els. The behavior of the growing process regarding the

spreading of the points is depending on various aspects.

If just the boundary of a structure is segmented, a much

lower number of voxels is sufficient to estimate the fea-

ture shape than if the growing is performed in a very

homogeneous area. Also with thin structures like blood

vessels a small number of object voxels can already in-

dicate the shape, whereas more voxels are needed for

more compact areas.

Figure 5: The optional rendering of the segmentation

mask enhances the structure of interest.

As soon as the region growing stops, a principal compo-

nent analysis (PCA) is performed on the member voxels

to extract the three feature vectors and the correspond-

ing eigenvalues. A metric of Westin et al. [21] is used to

measure the local shape of the segmented feature from

the relation between the eigenvalues. This metric allows

to classify if a structures has an isotropic, a planar or lin-
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ear shape. By labeling the segmented voxel with a seg-

mentation mask, this information can be displayed in

the live-synchronized volumetric view to highlight the

structure of interest for a clear visual separation from its

context. Figure 5 shows this enhanced visualization as

result of a picking on the metatarsal in the slice view.

5.2 Transfer Function Tuning

It is frequently stated that the definition of a transfer

function to assign color and opacity to the data values is

a time-consuming and not very intuitive task. Even for

the developer of a transfer function editor it often ends

in a tedious trial-and-error process to generate the de-

sired result. Usually, the necessary effort increases with

the dimensions of the transfer function.

LiveSync aims to generate the 3D visualization with-

out any additional interaction than the picking. Even the

control of sliders for the transfer function design like

presented by Rezk-Salama et al. [15] might lead to an

unwanted distraction in the diagnosis process. The pre-

sented system allows the user to choose from a set of

pre-defined transfer function templates which are very

well-tailored for different types of examinations. The

transfer function defined by a color look-up table and

simple ramp with assigns zero opacity to scalar values

from zero to the start of the slope, increasing opacity

along the slope and full opacity from the peak of the

slope to the end of the scalar range.

Inspired by the definition of a transfer function based

on partial region growing in the work by Huang and

Ma [7], knowledge about the distribution of scalar val-

ues withing the extracted object is utilized to fine-tune

an existing transfer function. This feature can be acti-

vated on demand and is especially helpful if the struc-

ture of interest is occluded to a large extent from densely

surrounding objects. It is also helpful if a structure se-

lected on the slice is hardly visible or not visibility at

all applying the current opacity transfer function. The

adjustment is based on the mean value and the standard

deviation of the featured scalar values which were col-

lected by the region growing. The center of the slope is

set to the mean value and the width is adjusted to three

times the standard deviation.

Figure 6 shows how the automatic setup of the ramp

can help to adjust the transfer function. The structure

of interest is visible to a much larger extent by making

the surrounding blood vessels transparent. The opposite

case is shown in Figure 7 as the current transfer func-

tion setup does not assign enough opacity to the smaller

blood vessels. By moving the center and changing the

width of the ramp which defines the opacity transfer

function, the object of interest is clearly visible in the

volumetric view. Figure 8 shows the result of automatic

transfer function adjustment to provide a good view on

the metatarsal.

6 Interaction Modes

The primary conceptual goal for the design of LiveSync

was to interactively offer a synchronized 3D view. This

shall be achieved without the need to adjust all the

parameters to generate an expressive view manually.

Therefore a non-intrusive user interaction technique has

to be implemented which lets the user focus on his pri-

mary analysis goal. In this section, the value and the

limitation of the traditional LiveSync picking interac-

tion will be described and extended to integrate more

knowledge about the intentions of the user.

6.1 Traditional Mode

The evaluation with a radiology technician in previous

work [10] showed that the intuitive picking was suffi-

cient to generate good results. One comment was that

the handling and the mouse-over/hot-key interaction is

very intuitive. However, it is very hard to derive in which

part of an anatomical structure the user is interested.

If the object is very small like e.g., a lung nodule or a

polyp in the colon the user will be provided with a view

which shows the whole feature and within its three-

dimensional context. If the volumetric extent of the fea-

ture is rather large, like e.g., the sinus vein, than the user

might either be interested in getting a close-up view of

the structure around the picked point, or a view which

shows the whole vein is preferable. In this interaction

mode the current zoom of the slice view controls the

zoom factor of the volumetric view as it serves as an in-

dicator of the size of the anatomical structure the user

is interested in. To integrate more knowledge about the

size of the structure the goal was to extend the function-

ality of LiveSync without teaching the user new interac-

tion methods.

6.2 Growing Mode

Taking into consideration that region growing is per-

formed to segment the structure of interest, the natural

choice was to let the user control the size of the area

of interest by keeping the hot-key pressed. This strat-

egy allows to control the volumetric extent of the re-

gion growing. As mentioned in Section 5.1, OOBB’s are
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Figure 6: Left: The position of the picking on the slice. Middle: The structure of interest is hidden to a large extent

by blood vessels. Right: Allowing LiveSync to fine-tune the transfer function automatically leads to an unoccluded

view of the sinus vein.

Figure 7: Left: The position of the picking on the slice. Middle: The structure of interest is not visible with the

current setting of the opacity transfer function. Right: Allowing LiveSync to fine-tune the transfer function assigns

opacity to the small vessels to make them visible.

Figure 8: Left: The position of the picking on the slice. Middle: Initial view with a default transfer function. Right:

LiveSync-adjusted transfer function which enables a good view on the metatarsal.

computed during the growing process to estimate the ex-

tent of the initial growing which is used to derive a re-

liable estimation of the local feature shape. By keeping

the hot-key pressed the region keeps on growing and the

3D view is updated in fixed time intervals. Between each

interval, the growing process is continued until the diag-

onal length of the OOBB of the so far collected region

member voxels reaches the next pre-defined target size.

Integrating the knowledge about the user-indicated size

of the area of interest can be utilized to improve the

live synchronized volumetric view with regard to the in-

tended demands of the user. After each growing step,

the viewpoint is optimized, the clipping planes are ad-

justed and the zoom for the 3D view is changed. Figure 9

shows intermediate steps of the growing process. These

views are provided to the users while they keep the hot-

key pressed. Whenever a satisfying result is reached a

release of the key stops the update of the volumetric

view. It can be seen quite well that there is a smooth

zoom out provided for each step as the user wanted to

examine a larger area of interest. The zoom factor is

computed by projecting the OOBB of the currently seg-

mented voxels on the screen and allowing it to cover a

certain amount of the available display area.
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Figure 9: The upper left slice image highlights the picking position. Initiated by this picking the 3D view is

updated at equal intervals and provides to user with live synchronization. Images are provided for increasing

OOBB diagonal lengths starting with the second image in the top row up to the lower right image.

The growing mode generates live synchronized views at

short update intervals. The user has to release the hot-

key or continue with the mouse movement to stop the

update process. To prevent that the users miss and lose a

view they like, a history mode is implemented. Each live

synchronized view including the intermediate views are

stored automatically in a view history. This can be easily

done by storing the adjusted parameters for the current

view. The user can select a previous view from a list and

store the best ones permanently.

7 Feature-Driven Clipping

Viewpoint selection is critical for generating the live-

synchronized 3D view. However, in most cases inter-

esting structures are surrounded by other tissues. These

can be removed by the definition of an adjusted transfer

function or, more straight-forwardly, by the definition of

a clip geometry. In this section, first the automatic setup

of conventional clipping planes is explained before fo-

cusing on clipping planes which enable a higher degree

of context preservation.

7.1 Traditional Clipping Strategies

Typically, a medical workstation offers view-aligned

and object-aligned clipping planes to interact with. As

LiveSync aims to minimize the user’s effort the clipping

is performed automatically to provide an unoccluded

view on the structure. Based on the visibility calcula-

tions described in Section 4.1 a position in the volume

to place the clipping planes can be computed. The plane

is placed along the visibility ray where the structure of

interest is not yet occluded by other structures. In pre-

vious work [10] only view-aligned clipping planes were

supported. In this case a plane which is orthogonal to

the viewing direction is moved to the clipping position

and the raycasting process starts where this plane inter-

sects the volume. This strategy provides a good view on

the structure of interest. But sometimes it becomes prob-

lematic when the user wants to perform further interac-

tion with the 3D view after the live synchronized view

is generated. In the worst case the structure of interest is

clipped away by manual changes of the viewpoint.

Object-aligned clipping planes are set-up along the three

main patient axes. The six available clipping planes can

clip from left, right, anterior, posterior, head and feet.

To decide which of these planes has to be set to allow an

unoccluded view on the structure of interest, the plane

which is most perpendicular to the viewing direction has

to be identified. Then this plane is placed at the clipping

position along the visibility ray. An object-aligned clip-

ping plane sticks to its position when the viewpoint is

changed manually and cannot clip away the structure of

interest unintendedly.

7.2 Smooth Importance-Driven Clipping

The drawback of traditional clipping strategies is that

they often remove anatomical context which does not

occlude the object of interest. Viola et al. [20] intro-

duced importance-driving volume rendering to remedy
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this problem. Their strategy uses segmentation infor-

mation to generate a clipping region which follows the

shape of the focus object. However, their approach relies

on a complete segmentation of the structure in question.

As our method relies on incomplete information in or-

der to permit parameter-less interaction, the method pre-

sented by Viola et al. can lead to misleading results as a

full segmentation is not available.

Figure 10: Top: Traditional clipping leads to a hard cut

through the ribs. Bottom: Smooth clipping preserves

anatomical context by reducing the opacity of the ribs

which are not occluding important parts of the aorta.

To remedy this problem while still providing more con-

text information for the picked structure, we propose

an extension of the context-preserving rendering model

from Bruckner et al. [4]. The advantage of this approach

is that it still follows the semantics of clipping planes,

but retains salient features which are important for ori-

entation.

We compute the opacity α at each sample point along a

viewing ray in the following way:

α =







αt f (|g|(1−|n · v|))(1−(d−c))κ

if outside

picked region

αt f otherwise.

where αt f is the opacity as specified in the transfer func-

tion, |g| is the gradient magnitude, n is the normalized

gradient vector, v is the view vector, d is the distance

along the viewing ray, c is the location of the view-

aligned clipping plane, and κ is a parameter which con-

trols the transition between clipped and unclipped re-

gions. Opacity is only modulated in regions outside the

focus structure identified by our local segmentation pro-

cedure. The adjustment is based on the idea of smooth

clipping: instead of having a sharp cut, it smoothly

fades out structures that would be clipped otherwise.

As the gradient magnitude indicates the ”surfaceness”

of a sample, its inclusion causes homogeneous regions

to be suppressed. Additionally, since contours give a

good indication of the shape of a three-dimensional

structure while being visually sparse (i.e., they result in

less occlusion), the gradient magnitude is multiplied by

(1−|n · v|). The parameter κ controls the transition be-

tween clipped and unclipped regions. In all our exper-

iments, a value of 16 has proven to be most effective.

Thus, this parameter does not require user adjustment

and therefore does not introduce additional complexity.

While we already achieve satisfactory results using this

context-preserving clipping model, pathological cases

might still cause an occlusion of the picked structure.

Therefore, we additionally reduce the previously ac-

cumulated color and opacity along a ray on its first

intersection with the picked region by a factor of

0.5
(

1−αt f

)

. This lets the picked region always shine

through – similar to ghosted views commonly found in

medical illustration – even if it is occluded by other

structures. An example of this clipping technique is

shown in Figure 10. The picking was performed on the

aorta in the slice view. In the left image there is a hard

cut through the ribs, whereas the smooth clipping shows

the ribs which are not occluding the interesting part of

the aorta with decreased opacity.

8 Performance and Qualitative Re-

sults

All computations which are done to derive the param-

eters to set-up a live-synchronized 3D view can be per-

formed interactively. The performance was measured on

a PC configured with an AMD Athlon 64 Dual Core Pro-

cessor 4400+ and 2 GB of main memory. Compared to

previous work [10] where the region growing was fixed

to a limit of 32 × 32 × 32 voxels, the performance is

stronger influenced by the growing process. As the size

of the growing is calculated adaptively, in the vast ma-

jority of the cases is it possible to stop the growing pro-
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cess much earlier than with a fixed growing area and the

estimation of the local feature shape is more reliable.

Besides offering better view stability, the efficient and

flexible sphere parameterization helped to eliminate the

need for pre-computing uniformly distributed points

on the sphere, to minimize the memory consumption

and to increase the overall performance. The LiveSync-

related computations were averaging between 50 ms

and 100 ms by measuring with different data sets and

picking on various structures. In the mode where the

3D view is updated in short intervals if the hot-key is

pressed the time to compute the intermediate views is in

the same range as for the instant updates.

In previous work [10] an informal evaluation with an ex-

perienced radiology assistant has been performed. The

feedback about the handling of the picking interaction

and the live-synchronized views was very positive. The

extensions presented in this paper were designed based

on the comments on possible improvements. As the

LiveSync feature is integrated into a real world medical

workstation which is under development by our collab-

orating company partner, its functionality is frequently

presented in demonstrations to radiologists. Their feed-

back is very positive as well, and they confirm the high

practical value of this feature.

9 Conclusion

Live synchronization of the volumetric view from non-

intrusive interaction with a slice view is a powerful con-

cept with the potential to considerably improve the effi-

ciency of diagnosis in clinical routine. In this paper we

have presented significant enhancements of the exist-

ing concept. Our goal was to integrate more knowledge

about the anatomical structure the user is interested in

to provide an expressive 3D visualization. As the key of

the LiveSync concept is to keep the user interaction as

small as possible we did not want to increase the inter-

action effort or to introduce new interaction techniques.

A more efficient parameterization for the derived view

input parameters was integrated to allow a hierarchical

refinement of the search space for the best estimated

viewpoint. This parameterization is utilized to provide

a view with a high degree of view stability. An adaptive

region growing was presented that allows to extract the

part of the feature which is needed to estimate it’s lo-

cal shape in a reliable way. Information about the scalar

value distribution within the feature of interest is used

to fine-tune the existing opacity transfer function. This

may help to enhance the visibility of the object the user

is interested in. The growing interaction mode integrates

knowledge about the volumetric extent of the area of in-

terest without increasing the user interaction. Especially

an appropriate zoom factor for the 3D view can be de-

rived from this information. A new clipping technique

was integrated to increase the preservation of valuable

anatomical context while guaranteeing an unoccluded

view on the structure of interest.
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